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Abstract

The aim of this paper is to investigate the multi-pulse global bifurcations and chaotic dynamics for the nonlinear non-

planar oscillations of a cantilever beam subjected to a harmonic axial excitation and two transverse excitations at the free

end by using an extended Melnikov method in the resonant case. First, the extended Melnikov method for studying the

Shilnikov-type multi-pulse homoclinic orbits and chaos in high-dimensional nonlinear systems is briefly introduced in the

theoretical frame. Then, this method is utilized to investigate the Shilnikov-type multi-pulse homoclinic bifurcations and

chaotic dynamics for the nonlinear non-planar oscillations of the cantilever beam. How to employ this method to analyze

the Shilnikov-type multi-pulse homoclinic bifurcations and chaotic dynamics of high-dimensional nonlinear systems in

engineering applications is demonstrated through this example. Finally, the results of numerical simulation are given and

also show that the Shilnikov-type multi-pulse chaotic motions can occur for the nonlinear non-planar oscillations of the

cantilever beam, which verifies the analytical prediction.

r 2008 Elsevier Ltd. All rights reserved.
1. Introduction

Cantilever beams are flexible structures which are applied in many different engineering projects. The
nonlinear non-planar dynamics of cantilever beams is the subject of interest because of their wide
practicability in spacecraft stations, satellite antennas, machine tools, flexible manipulators and so on.
Therefore, research works on the nonlinear non-planar dynamics of cantilever beams have received
considerable attention in the past three decades. With the development of the theories of nonlinear dynamics
and chaos, prediction, understanding and control become possible for flexible cantilever beams in a more
complicated nonlinear phenomena such as the global bifurcations and the Shilnikov-type chaotic dynamics.

The global bifurcations and chaotic dynamics of high-dimensional nonlinear systems have been at the
forefront of nonlinear dynamics for the past two decades. Many researchers have paid considerable attention
to high-dimensional nonlinear systems [1,2]. There were many difficulties for studying the complicated
dynamics of high-dimensional nonlinear systems. Compared to low-dimensional nonlinear systems, the results
ee front matter r 2008 Elsevier Ltd. All rights reserved.
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of research on the complicated dynamic behavior of high-dimensional nonlinear systems were less in the early
references. The governing equations of motion for many engineering problems can be described by high-
dimensional nonlinear systems. It is noticed that the obtained high-dimensional nonlinear systems are also
high-dimensional Hamiltonian systems with the perturbations. Therefore, the global bifurcations and chaotic
dynamics of high-dimensional nonlinear systems are important theoretical problems in science and
engineering applications as they can reveal the instabilities of motion and complicated dynamical behaviors.
New complex phenomena on the global bifurcations and chaotic dynamics are discovered in high-dimensional
nonlinear systems, such as the multi-pulse Shilnikov orbits.

Despite lack of analytical tools and methods to study the global bifurcations and chaotic dynamics for high-
dimensional nonlinear systems, certain progress has been achieved in this field in the last two decades.
Thorough investigations on the global bifurcations and chaotic dynamics of high-dimensional nonlinear
systems are being conducted by researchers. In book [3], Wiggins gave a detailed classification on four-
dimensional perturbed Hamiltonian systems and divided them into three basic types. He used the Melnikov
method to investigate the global bifurcations and chaotic dynamics for these three basic systems. Based on the
Wiggins’ study in Ref. [3], Kovacic and Wiggins [4] developed a new global perturbation technique which may
be utilized to detect the Shilnikov-type single-pulse homoclinic and heteroclinic orbits in four-dimensional
autonomous ordinary differential equations and gave an application to the forced and damped sine-Gordon
equation. This global perturbation technique is a combination of higher-dimensional Melnikov theory,
geometrical singular perturbation theory and the theory of invariant manifolds. It is thought that this
technique is fairly effective when the Shilnikov-type single-pulse homoclinic and heteroclinic orbits are studied
in four-dimensional nonlinear systems. With the aid of new global perturbation technique, Kovacic [5]
investigated the existence of the orbits homoclinic to resonance bands for Hamiltonian systems subjected to
small amplitude Hamiltonian. Later on, Kovacic [6,7] utilized a combination of the Melnikov method and
geometrical singular perturbation theory to, respectively, study the orbits homoclinic to resonance bands in a
class of near-integrable Hamiltonian systems and the existence of the homoclinic and heteroclinic orbits in a
class of near integrable dissipative systems.

Several researchers applied the aforementioned global perturbation technique to many engineering
problems. Feng and Wiggins [8] employed the global perturbation technique to study the global bifurcations
and chaotic dynamics for parametrically excited mechanical systems with O(2) and Z2�Z2 symmetries. Feng
and Sethna [9] utilized the global perturbation method to study the global bifurcations and chaotic dynamics
of the thin plate under parametric excitation and obtained the conditions in which the Shilnikov-type
homoclinic orbits and chaos can occur. Malhotra and Sri Namachchivaya [10] made use of the global
perturbation method to analyze the global dynamics and chaos of parametrically excited nonlinear reversible
systems with non-semisimple 1:1 resonance. Malhotra and Sri Namachchivaya [11] used the averaging method
and Melnikov technique to study the local, global bifurcations and chaotic motions of a two-degree-of-
freedom shallow arch subjected to simple harmonic excitation for the case of internal resonance. Feng and
Liew [12] analyzed the existence of the Shilnikov-type single-pulse homoclinic orbits in the averaged equation
which represents the modal interactions between two modes with zero-to-one internal resonance and influence
of the fast mode on the slow mode. The zero-to-one internal resonance means that there are one non-
semisimple double zero and a pair of pure imaginary eigenvalues in the averaged equation. The global
bifurcations and chaotic dynamics were investigated by Zhang et al. [13] and Zhang [14] for both
parametrically-externally excited and parametrically excited simply supported rectangular thin plates. In these
researches, the method of normal form was utilized to reduce the averaged equation to a normal form which is
a simpler form than the original system. Furthermore, Zhang and Li [15] employed the global perturbation
approach to investigate the global bifurcations and chaotic dynamics for a two-degree-of-freedom nonlinear
vibration absorber. Zhang and Tang [16] studied the global bifurcations and chaotic dynamics of the
suspended elastic cable to small tangential vibration of one support which causes simultaneously the
parametric excitation of the out-plane motion and the parametric and external excitations of the in-plane
motion. Guo and Chen [17] used the global perturbation technique to analyze the Shilnikov-type single-pulse
homoclinic orbit in a six-dimensional truncated system of perturbed nonlinear Schrodinger equation.
Recently, Zhang et al. [18] utilized the global perturbation technique to investigate the Shilnikov-type single-
pulse global bifurcations and chaotic dynamics for the nonlinear non-planar oscillations of the cantilever
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beam. Cao and Zhang [19] employed the global perturbation method to investigate the Shilnikov-type single-
pulse global bifurcations and chaotic dynamics in a string-beam coupled system.

Besides the aforementioned researches on the Shilnikov-type single-pulse global bifurcations and chaotic
dynamics of high-dimensional nonlinear systems, several researchers also investigated the Shilnikov-type
multi-pulse homoclinic and heteroclinic bifurcations and chaotic dynamics. In 1996, Kovacic and Wettergren
[20] used a modified Melnikov method to investigate the existence of the multi-pulse jumping of homoclinic
orbits and chaotic dynamics in resonantly forced coupled pendula. Furthermore, Kaper and Kovacic [21]
studied the existence of several classes of multi-bump orbits homoclinic to resonance bands for completely
integral Hamiltonian systems subjected to small amplitude Hamiltonian and damped perturbations. Camassa
et al. [22] presented a new Melnikov method which is called as the extended Melnikov Method to investigate
the multi-pulse jumping of homoclinic and heteroclinic orbits in a class of perturbed Hamiltonian systems.
They gave a detailed mathematical proving procedure on the extended Melnikov method, which unifies several
previously disjoint perturbation theoretical methods. From engineering and application point of view, it is
thought that this method is too abstract and abstruse for engineering scientists. Therefore, no any engineering
scientists utilized the extended Melnikov method to investigate the Shilnikov-type multi-pulse homoclinic and
heteroclinic bifurcations and chaotic dynamics of high-dimensional nonlinear systems in engineering
applications in the past several years.

In the meantime, the energy-phase method was first presented by Haller and Wiggins [23] where single-pulse
orbits homoclinic to a resonance in the Hamiltonian case were studied in detail. Subsequently, Haller and
Wiggins [24,25] further developed the energy-phase method to investigate the existence of the multi-pulse
jumping of homoclinic and heteroclinic orbits in the damped-forced nonlinear Schrodinger equation and
perturbed Hamiltonian systems. In Ref. [26], Haller and Wiggins utilized the energy-phase method to study
the Shilnikov-type multi-pulse homoclinic and heteroclinic orbits and chaotic dynamics for three-degree-of-
freedom Hamiltonian systems. Using the energy-phase method, Haller [27] studied the n-pulse homoclinic and
heteroclinic orbits in multimode truncated and discretized dynamical system of the perturbed nonlinear
Schrodinger equation. In book [28] published by Haller in 1999, he summarized the energy-phase method and
presented detailed procedure of application to several problems in mechanics, which include the Shilnikov-
type multi-pulse homoclinic and heteroclinic bifurcations and chaotic dynamics. Up to now, few researchers
have made of the energy-phase method to study the Shilnikov-type multi-pulse homoclinic and heteroclinic
bifurcations and chaotic dynamics of high-dimensional nonlinear systems in engineering applications.
Malhotra et al. [29] used the energy-phase method to investigate multi-pulse homoclinic orbits and chaotic
dynamics for the motion of flexible spinning discs. In papers [30–32], Zhang and Yao utilized the energy-phase
method to analyze the Shilnikov-type multi-pulse homoclinic or heteroclinic orbits and chaotic dynamics in
some engineering problems, for example, in the nonlinear non-planar oscillations of the cantilever beam,
in a parametrically excited viscoelastic moving belt, and in a parametrically and externally excited rectangular
thin plate.

In addition, De Feo [33,34] numerically and theoretically investigated the qualitative resonance phenomenon
of the multi-pulse Shilnikov-like strange attractors for two classes of three-dimensional nonlinear systems.

Early researches on the nonlinear non-planar oscillations of cantilever beams focused on establishing the
model and analyzing nonlinear responses of cantilever beams. Crespo da Silva and Glynn [35,36] formulated a
set of integral-partial differential governing equations of motion describing the nonlinear non-planar
oscillations of an inextensional cantilever beam and utilized the method of multiple scales to study forced
resonant oscillations of the cantilever beam. Crespo da Silva and Glynn [37] investigated the nonlinear non-
planar, flexural–torsional oscillations of a clamped–clamped/sliding beam under a planar distributed
harmonic excitation. In another paper [38], the nonlinear non-planar oscillations and response of a cantilever
beam with asymmetric support conditions were studied by Crespo da Silva and Glynn. Zaretzky and Crespo
da Silva [39] gave an experimental investigation for the nonlinear non-planar motion of cantilever beams
excited by a periodic transverse base excitation.

Recent research works on the nonlinear non-planar oscillations of cantilever beams focus on analyzing
complex nonlinear dynamics and controlling chaos and oscillations of cantilever beams. Nayfeh and
Pai [40] used the Galerkin procedure and the method of multiple scales to investigate the nonlinear planar
and non-planar responses of the inextensional cantilever beams and found that the nonlinear geometric



ARTICLE IN PRESS
W. Zhang et al. / Journal of Sound and Vibration 319 (2009) 541–569544
terms produce a hardening effect and dominate the non-planar responses for all modes. The non-
planar responses of a cantilevered beam subjected to lateral harmonic base-excitation were also analyzed
by Pai and Nayfeh [41] using two nonlinear coupled integro-differential equations of motion. Cusumano
and Moon [42,43] presented the results for an externally excited thin elastica. Anderson et al. [44] analytically
and experimentally investigated the response of the cantilever beam with widely separated natural frequencies
and observed that the response consisted of the first, third, and fourth modes. Arafat et al. [45] studied
the nonlinear non-planar response of the cantilever inextensional metallic beams to a principal parametric
excitation and found that there exist the bifurcations and chaotic motion. Esmailzadeh and Nakhaie-
Jazar [46] investigated the nonlinear parametric vibration of a massless cantilever beam with a lumped
mass attached to its free end while being excited harmonically at the base. Hamdan et al. [47] analyzed the
second-order approximations of the nonlinear planar responses and the steady-state principal parametric
resonance response of a vertically mounted flexible cantilever beam subjected to a vertical harmonic
base motion.

Recently, Siddiqui et al. [48] analyzed large amplitude motion of a cantilever beam carrying a moving
spring–mass and obtained the nonlinear responses. Malatkar and Nayfeh [49] gave an experimental and
theoretical study of the nonlinear response of a flexible cantilever beam to an external harmonic excitation and
demonstrated the energy transfer from the third mode to the first mode. Dwivedy and Kar [50] used the
method of multiple scales to study the periodic, quasi-periodic and chaotic responses of a parametrically
excited cantilever beam with an attached mass. Young and Juan [51] studied the nonlinear response of a
fluttered, cantilevered beam subjected to a random follower force at the free end. In 2005, Zhang and Yao [30]
utilized the energy-phase method to analyze the Shilnikov-type multi-pulse homoclinic and heteroclinic orbits
and chaotic dynamics in the nonlinear non-planar oscillations of the cantilever beam. Zhang [52] investigated
the chaotic motion and its control for the nonlinear non-planar oscillations of a parametrically excited
cantilever beam.

The studies of this paper focus on the multi-pulse homoclinic orbits and chaotic dynamics for the nonlinear
non-planar oscillations of a cantilever beam which is subjected to a harmonic axial excitation and two
transverse excitations at the free end. The extended Melnikov method for studying the Shilnikov-type multi-
pulse homoclinic orbits in high-dimensional nonlinear systems is briefly demonstrated in the theoretical frame.
The nonlinear governing equations of non-planar motion for the cantilever beam are obtained. The Galerkin
procedure is applied to the partial differential governing equations to obtain a two-degree-of-freedom
nonlinear system under combined parametric and forcing excitations. The principal parametric resonance–1/2
subharmonic resonance for the in-plane mode and fundamental parametric resonance–primary resonance for
the out-of-plane mode are considered. The method of multiple scales is utilized to transform the
parametrically and externally excited two-degree-of-freedom nonlinear system to the autonomous averaged
equation. Based on the averaged equation, the theory of normal form is used to find the explicit formulas of
normal form. The extended Melnikov method presented by Camassa et al. [22] is employed to analyze the
multi-pulse homoclinic orbits and chaotic dynamics for the nonlinear non-planar oscillations of the cantilever
beam. The analysis indicates that there exists the multi-pulse jumping of the heteroclinic orbits for the
averaged equation. The results of numerical simulation also show that the Shilnikov-type multi-pulse chaotic
motions can occur for the nonlinear non-planar oscillations of the cantilever beam, which verifies the
analytical prediction.
2. The extended Melnikov method

The extended Melnikov method was first presented by Camassa et al. in 1998 [22], which is an exten-
sion of the global perturbation method developed by Kovacic and Wiggins [4]. It is different from the
global perturbation technique developed by Kovacic and Wiggins [4]. This method can be utilized to
detect the Shilnikov-type multi-pulse homoclinic or heteroclinic orbits and chaotic dynamics to slow
manifolds of near-integrable four-dimensional or higher-dimensional nonlinear systems. In this section,
we will give a briefly description on the extended Melnikov method based on the paper given by Camassa
et al. [22].
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2.1. The extended Melnikov method for homoclinic orbits

The system considered here is of the form

_x ¼ JDxHðx; IÞ þ �gxðx; I ; g; m; �Þ, (2.1a)

_I ¼ �gI ðx; I ; g; m; �Þ, (2.1b)

_g ¼ Oðx; IÞ þ �ggðx; I ; g; m; �Þ, (2.1c)

where x ¼ (x1, x2)AR2, IAR, gAS1, P ¼ R2
�R�S1, H(x, I) is a Hamiltonian function with respect to the

variables x and I, mAR is a real parameter, e51 is a small parameter. In addition, Dx and DI, respectively,
represent the partial derivatives with respect to x and I.

The matrix J given in Eq. (2.1) is of the form

J ¼
0 1

�1 0

� �
. (2.2)

Let �; �h i denote the usually Euclidean inner product in Rn, where n is the dimension of the vectors in the
arguments, and denote by �k k the induced Euclidean norm, as well as the corresponding matrix norm.

Setting e ¼ 0 in Eq. (2.1) leads to the unperturbed system

_x ¼ JDxHðx; IÞ, (2.3a)

_I ¼ 0, (2.3b)

_g ¼ Oðx; IÞ. (2.3c)

It is observed from the aforementioned analysis that Eq. (2.3a) is a Hamiltonian system which is
independent of the variable g. We now make two assumptions given by Camassa et al. [22] for the unperturbed
Eq. (2.3). The first assumption concerns the smoothness of the functions in Eq. (2.3).

Assumption 2.1. The unperturbed Hamiltonian H(x, I) is a real-analytic function of its arguments.

The second assumption introduces the presence of the homoclinic orbits in the phase space of Eq. (2.3).

Assumption 2.2. For every I with I1oIoI2, Eq. (2.3a) possesses a hyperbolic singular point x ¼ x̄0ðIÞ, which
varies continuously with I, and whose stable and unstable manifolds, W sðx̄0ðIÞÞ and W uðx̄0ðIÞÞ, intersect along
a homoclinic orbit W ðx̄0ðIÞÞ connecting the singular point at x ¼ x̄0ðIÞ to itself.

Because of the hyperbolicity of the singular point x ¼ x̄0ðIÞ, the Jacobi matrix JD2
xHðx̄0ðIÞ; IÞ must have a

pair of non-zero real eigenvalues. Moreover, the implicit function theorem for the analytic functions
immediately implies that the vector x̄0ðIÞ analytically depends on the variable I. Since Eq. (2.3a) is an
autonomous system, all the solutions on the homoclinic orbit W ðx̄0ðIÞÞ have a representation of the form
xh(t�t0, I). Setting t0 ¼ 0 and varying t in the solution xh(t�t0, I), we can obtain a consistent parametrization
of individual orbits in the manifold W ðx̄0ðIÞÞ.

In full four-dimensional (x, I, g) phase space of system (2.3), each singular point x̄0ðIÞ corresponds to a
periodic orbit OI parametrized by the solution

OI ¼ ðx; I ; gÞ x ¼ x̄0; I ;Oðx̄0ðIÞ; IÞtþ g0
��� �

. (2.4)

Each of these periodic orbits possesses two-dimensional stable and unstable manifolds, Ws(OI) and Wu(OI),
which are the Cartesian products of the stable and unstable manifolds W sðx̄0ðIÞÞ and W uðx̄0ðIÞÞ of the singular
point x̄0ðIÞ and the phase angle g. The existence of the homoclinic manifolds W ðx̄0ðIÞÞ implies that the
manifolds Ws(OI) and Wu(OI) coincide along a two-dimensional homoclinic manifold W(OI).

A two-dimensional invariant annulus, which is denoted by M, can be obtained by taking the set of the orbits
OI over all I1oIoI2. The annulus M possesses three-dimensional stable and unstable manifolds, Ws(M) and
Wu(M), which intersect along three-dimensional homoclinic manifold W(M). All these manifolds are the
unions of the manifolds Ws(OI), Wu(OI), and W(OI) along the interval I1oIoI2. The homoclinic manifold
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W(M) is parametrized by t, I and g0 in the solutions

x ¼ xhðt; IÞ; I ¼ I ; g ¼ ghðt; IÞ þ g0 ¼
Z t

0

Oðxhðt; IÞ; IÞdtþ g0. (2.5)

The aforementioned solutions are also rewritten as

X 0ðt; I ; g0Þ ¼ xhðt; IÞ; I1oIoI2;

Z t

0

Oðxhðt; IÞ; IÞdtþ g0

� �
. (2.6)

The homoclinic manifolds W(M) can be obtained by solving the equation

Hðx; IÞ �Hðx̄0ðIÞ; IÞ ¼ 0. (2.7)

The phase shift or phase jump of system (2.3) can be also calculated as

DgðIÞ ¼
Z þ1
�1

Oðxhðt; IÞ; IÞ � Oðx̄0ðIÞ; IÞ
� �

dt. (2.8)

The aforementioned results of the hyperbolic structure persist for sufficiently small e40. In particular,
persistence results indicate that the unperturbed annulus M persists together with its local stable and unstable
manifolds, W s

locðMÞ and W u
locðMÞ, that is, the connected pieces of the stable and unstable manifolds Ws(M)

and Wu(M) are contained in some small enough neighborhood of M and intersect along M. This ensures the
existence of an O(e) close, non-unique, locally invariant annulus Me and its local stable and unstable manifolds
W s

locðM�Þ and W u
locðM�Þ, which are O(e) close to local manifolds W s

locðMÞ and W u
locðMÞ. The tangent spaces of

two manifolds are also O(e)-close. Local invariance of the annulus Me reflects the fact which Me may leak
phase points through its boundary, and is also responsible for the non-uniqueness of Me. This non-uniqueness
does not present any major difficulties, since all the copies of the annulus Me must contain all the invariant sets
which are contained in any one of them.

In the following, several definitions will be given. First, we define the Melnikov function, M(I, g0, m), which
is given by the integral:

MðI ; g0;mÞ ¼
Z þ1
�1

nðphðtÞÞ; gðphðtÞ; m; 0Þ
	 


dt, (2.9)

where the vector n is the normal to the homoclinic manifold W(M), and

n ¼ ðDxHðx; IÞ;DI Hðx; IÞ �DI Hðx̄0ðIÞ; IÞ; 0Þ, (2.10)

g ¼ ðgxðx; I ; g;m; 0Þ; gI ðx; I ; g; m; 0Þ; ggðx; I ; g;m; 0ÞÞ, (2.11)

and

phðtÞ ¼ ðxhðt; IÞ; I ; ghðt; IÞ þ g0Þ (2.12)

is any homoclinic orbit (2.5) of unperturbed system (2.3).
Second, we define the signature s of the normal n to the unperturbed homoclinic manifold W(M) by the

formula

s ¼ lim
t!þ1

n PhðtÞ
� �

; _P
h
ð�tÞ

D E
DxHðxhðt; IÞ; IÞ


 

 DxHðxhð�t; IÞ; IÞ



 

 ¼ lim
t!þ1

DxHðxhðt; IÞ; IÞ; JDxHðxhð�t; IÞ; IÞ
	 

DxHðxhðt; IÞ; IÞ


 

 DxHðxhð�t; IÞ; IÞ



 

 . (2.13)

Therefore, the signature s is positive if the normal n to the unperturbed homoclinic manifold W(M) points
in the direction of the unperturbed flow on the unstable manifold Wu(M) at a point ðx̄0ðIÞ; I ; gÞ in the annulus
M, and negative otherwise. It is noticed that s6¼0 due to the transversality of the intersection between the
manifolds W sðx̄0ðIÞÞ and W uðx̄0ðIÞÞ at the equilibria x̄0ðIÞ.

Third, we also need to define the k-pulse Melnikov function Mkð�; I ; g0;mÞ, (k ¼ 1,2,y) as

Mkð�; I ; g0;mÞ ¼
Xk�1
j¼0

MðI ; jDgðIÞ þ Gjð�; I ; g0;mÞ þ g0;mÞ, (2.14)
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where

Gjð�; I ; g0;mÞ ¼
Oðx̄0ðIÞ; IÞ

lðIÞ

Xj

r¼1

log
zðIÞ

�Mrð�; I ; g0; mÞ

����
���� (2.15)

for j ¼ 1,y,k�1 and G0(e, I, g0, m) ¼ 0. Thus, the 1-pulse Melnikov function M1(e, I, g0, m) coincides with the
standard Melnikov function M(I, g0, m) given by Eq. (2.9). The function B(I) is defined by the Jacobi matrix of
Eq. (2.3a) at the singular point x ¼ x̄0ðIÞ as

zðIÞ ¼
2ðlðIÞÞ2 A2ðIÞ

�� ��f þðIÞf _ðIÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½ðA2ðIÞÞ

2
þ ðlðIÞ � A0ðIÞÞ

2
�½ðA2ðIÞÞ

2
þ ðlðIÞ þ A0ðIÞÞ

2
�

q , (2.16)

where

A0ðIÞ ¼ Dx1
Dx2

Hðx̄0ðIÞ; IÞ;A1ðIÞ ¼ D2
x1

Hðx̄0ðIÞ; IÞ;A2ðIÞ ¼ D2
x2

Hðx̄0ðIÞ; IÞ,

f þðIÞ ¼ lim
t!þ1

1

lðIÞ
elðIÞt DxHðxhðt; IÞ; IÞ



 

; f �ðIÞ ¼ lim
t!�1

1

lðIÞ
e�lðIÞt DxHðxhðt; IÞ; IÞ



 

. (2.17)

It is noticed that if for some I the frequency oðIÞ ¼ Oðx̄0ðIÞ; IÞ equals to zero, that is, if the periodic
orbit corresponding to this I value degenerates into a circle of equilibria, the contribution from the functions
Gj(e, I, g0, m) vanishes identically in the k-pulse Melnikov function Mk(e, I, g0, m).

The main results are given as follows.

Theorem 2.1. For some integer k, some constant B40 independent of e, some I ¼ Ī , some m ¼ m̄, and all

sufficiently small e40, let there exist a function g0 ¼ ḡ0ð�Þ, such that the following conditions are satisfied:
(1)
 The k-pulse Melnikov function has a simple zero in g0, namely, Mkð�; Ī ; ḡ0ð�Þ; m̄Þ ¼ 0, and

Dg0Mkð�; Ī ; ḡ0ð�Þ; m̄Þ
�� ��4B.
(2)
 Mið�; Ī ; ḡ0ð�Þ; m̄Þa0 for all i ¼ 1,y,k�1, k41, and is positive if the signature s of the normal n is positive,

and negative if s is negative.

(3)
 For all i ¼ 1,y,k�1, k41,

1� Oðx̄0ðĪÞ; ĪÞ=lðĪÞ
� �

Dg0 log M1M2 . . .Mij jð�; Ī ; ḡ0ð�Þ; m̄Þ

1� Oðx̄0ðĪÞ; ĪÞ=lðĪÞ
� �

Dg0 log M1M2 . . .Mi�1j jð�; Ī ; ḡ0ð�Þ; m̄Þ

�����
�����4B, (2.18)

where the denominator in Eq. (2.18) is defined to be 1 when i ¼ 1.
Then, for all I close to Ī , all m close to m̄, and all sufficiently small e, there exists a two-dimensional
intersection surface

Pm
� ðḡ0Þ along which the stable and unstable manifolds Ws(Me) and Wu(Me) of the annulus

Me intersect transversely at a phase angle of size O(e). Moreover, outside of a small neighborhood of the
annulus Me, the surface

Pm
� ðḡ0Þ is O(e)-close to the surface spanned by the set of the orbits in Eq. (2.6) selected

by the phase angles

g0 ¼ ĝ0ð�; I ;mÞ þ jDgðIÞ þ Gjð�; I ; ĝ0ð�; I ;mÞ;mÞ; j ¼ 0; . . . ; k � 1, (2.19)

where the triple ðI ; ĝ0ð�; I ;mÞ; mÞ identically satisfies the following equation:

Mkð�; I ; ĝ0ð�; I ; mÞ;mÞ ¼ 0

in some neighborhood of I ¼ Ī and m ¼ m̄, and ĝ0ð�; Ī ; m̄Þ ¼ ḡ0ð�Þ.
The extended Melnikov function is computed by a recursion procedure from the usual one-pulse Melnikov

function, and depends on the small perturbation parameter e, which is at variance with the usual Melnikov
method and is particular to the general case of slow dynamics on the hyperbolic manifold. Moreover, the
dependence on e is through a logarithmic function, which makes the calculation of the asymptotics in the small
e limit particularly delicate.
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In the following analysis, we will apply Theorem 2.1 to a resonance case. In this case, the computation of the
k-pulse Melnikov function will be reduced. We also make the following assumption.

Assumption 2.3. For some I ¼ IrA(I1, I2), the frequency oðIÞ ¼ Oðx̄0ðIÞ; IÞ pass through a simple zero at the Ir,
that is

oðIrÞ ¼ Oðx̄0ðIrÞ; IrÞ ¼ 0; DIoðIrÞa0. (2.20)

Then, it is known from Eq. (2.20) that a resonance occurs for I ¼ Ir, which is referred to as a resonant
I value. The singular points corresponding to Ir are also referred to as resonant singular points.

To focus on a neighborhood of the resonant value I ¼ Ir, the following transformation is introduced:

I ¼ I r þ
ffiffi
�
p

h; h 2 ½�h0; h0�; g ¼ g, (2.21)

where h040 will be determined later.
Transformation (2.21) blows up the resonance band

P ffiffi
�
p ¼ ðx; I ; gÞ 2 P

��I 2 Ir � h0

ffiffi
�
p
; Ir þ h0

ffiffi
�
p� �� �

(2.22)

of the phase space P. We will be interested in finding the trajectories of Eq. (2.1) for e40 which are doubly
asymptotic to the near-resonance band MR

� ¼M� \ P ffiffi
�
p of the invariant manifold Me.

Substituting the transformation (2.21) into the later two equations of Eq. (2.1) and making a simple Taylor
expansion in powers of

ffiffi
�
p

, we obtain the following equation:

h0 ¼ gI ðx̄0ðIrÞ; Ir; g;mÞ þ
ffiffi
�
p

Gðh; g;mÞ þOð�Þ, (2.23a)

g0 ¼
d

dI
½Oðx̄0ðIrÞ; IrÞ�hþ

ffiffi
�
p

F ðh; g;mÞ þOð�Þ, (2.23b)

where the prime represents the differentiation with respect to
ffiffi
�
p

t, and

Gðh; g;mÞ ¼
d

dI
gI ðx̄0ðIrÞ; Ir; g; mÞ
� �

h, (2.24)

F ðh; g;mÞ ¼
1

2

d2

dI2
½Oðx̄0ðIrÞ; IrÞ�h

2
þDxOðx̄0ðIrÞ; IrÞx̄1ðIr; g; mÞ þ ggðx̄0ðIrÞ; Ir; g; mÞ, (2.25)

where x̄1ðI r; g;mÞ is given as follows:

x̄1 ¼ JD2
xHðx̄0ðIrÞ; I rÞ

� ��1
gI ðx̄0ðI rÞ; Ir; g;mÞDI x̄0ðIrÞ � gxðx̄0ðIrÞ; Ir; g; mÞ
� �

. (2.26)

We can use Theorem 2.1 in the original (x, I, g) coordinates to determine the existence of a possible
surviving k-pulse homoclinic intersection surface

Pm
� ðḡ0Þ. It is noticed that in this case, for any integer k, the

k-pulse Melnikov function at the resonance I ¼ Ir is given as follows:

MkðIr; g0; mÞ ¼
Xk�1
j¼0

MðIr; g0 þ jDgðIrÞ;mÞ, (2.27)

where the Melnikov function M(Ir, g0, m) is given by Eq. (2.9) with I ¼ Ir, and the phase shift is given based on
Eq. (2.8)

DgðIrÞ ¼

Z þ1
�1

Oðxhðt; I rÞ; IrÞdt. (2.28)

At the resonance value Ir, there is Oðx̄0ðIrÞ; IrÞ ¼ 0. Therefore, it is noticed that the k-pulse Melnikov
function (2.27) in the resonance case of the orbits homoclinic to resonance band does not depend on e, and
Gj(e, Ir, g0, m) ¼ 0 (j ¼ 0,1,y,k�1). In many engineering applications, in general, only resonant cases are
considered to demonstrate main nonlinear behaviors in engineering systems. Therefore, in the resonant case,
we can simplify the computing procedure of the extended Melnikov function because of Gj(e, Ir, g0, m) ¼ 0
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(j ¼ 0,1,y,k�1). In the resonance case of the orbits homoclinic to resonance band, Theorem 2.1 becomes the
following proposition.

Proposition 2.3. In the resonance case I ¼ Ir, for some integer k and m ¼ m̄, let there exist a phase angle g0 ¼ ḡ0,
such that the following conditions are satisfied:
(1)
 The k-pulse Melnikov function has a simple zero in g0, that is

MkðIr; ḡ0; m̄Þ ¼ 0; Dg0MkðIr; ḡ0; m̄Þa0. (2.29)
(2)
 MiðIr; ḡ0; m̄Þa0 for all i ¼ 1,y,k�1, k41, and is positive if the signature s of the normal n is positive, and

negative if the signature s is negative.
Then, for all I close to Ir, all m close to m̄, there exists a two-dimensional intersection surface
Pm

� ðḡ0Þ along
which the stable and unstable manifolds Ws(Me) and Wu(Me) of the annulus Me intersect transversely at a
phase angle of size O(e). In the (x, h, g) variables, outside of a small neighborhood of the annulus Me, the
surface

Pm
� ðḡ0Þ collapses smoothly onto the union of the surface

Pm
� ðḡ0Þ spanned by the set of the orbits

parametrized by Eq. (2.6) with g0 ¼ ḡ0ðmÞ þ jDgðIrÞ; j ¼ 0; . . . ; k � 1, and with arbitrary h. Here ḡ0ðmÞ is the
corresponding simple zero of the k-pulse Melnikov function Mk(Ir, g0, m). The surface

Pm
� ðḡ0Þ takes off from

the cylinder M0 along the line g ¼ g0(m)�Dg
�(Ir) and eventually lands back on it along the line

g ¼ ḡ0ðmÞ þ ðk � 1ÞDgðIrÞ þ DgþðIrÞ, where the phase differences Dg�(I0) and Dg+(I0) are defined as

DgþðI0Þ ¼
Z þ1
0

Oðxhðt; IrÞ; IrÞdt; Dg�ðIrÞ ¼

Z 0

�1

Oðxhðt; IrÞ; IrÞdt. (2.30)

Recall that the signature s does not need to be computed if the region enclosed by the unperturbed
homoclinic manifold W(Me) is convex. We refer to the limiting surface

Pm
� ðḡ0Þ as a singular homoclinic

intersection surface.
In Section 5, we will give the application of the extended Melnikov method to the nonlinear non-planar

oscillations of the cantilever beam subjected to a harmonic axial excitation and two transverse excitations at
the free end.
3. Equations of non-planar motion for a cantilever beam

We consider a cantilever beam with length L, mass m per unit length and subjected to a harmonic axial
excitation and two transverse excitations at the free end, as shown in Fig. 1(a). Assume that the beam
considered here is an Euler–Bernoulli beam. A Cartesian coordinate system, Oxyz, is adopted, which is located
in the symmetric plane of the cantilever beam. The s denotes the curve coordinate along the elastic axis before
the deformation. The x, Z and B are the principal axes of the cross section for the cantilever beam at position s,
as shown in Fig. 1(b). The symbols v(s, t) and w(s, t) denote the displacements of a point in the middle line of
the cantilever beam in the y and z directions, respectively. For later convenience, the harmonic axial excitation
may be expressed in the form 2F1 cosO1t. The transverse excitations in the y and z directions are represented in
the forms 2F2 cosO2t and 2F3(s)cosO2t, respectively. The non-dimensional nonlinear governing equations of
non-planar motion for the cantilever beam under combined parametric and forcing excitations are of the
following form [18]:

€vþ c̄_vþ byviv þ F1 cosðO1tÞv00 ¼ ð1� byÞ w00
Z s

1

v00w00 ds� w000
Z s

0

v00w0 ds

� �0
�

1

bg
ð1� byÞ

2 w00
Z s

0

Z s

1

v00w00 dsds

� �00

� by½v
0ðv0v00 þ w0w00Þ0�0 �

1

2
v0
Z s

1

d2

dt2

Z s

0

v0
2
þ w0

2
� �

ds

� �
ds

� �0

� F1 cosðO1tÞ v0 v0
2
þ w0

2
� �h i0

þ F2ðsÞ cosðO2tÞ, (3.1a)
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Fig. 1. The model of a cantilever beam with length L, mass m per unit length and subjected to a harmonic axial excitation and transverse

excitations at the free end: (a) the model and (b) a segment.
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€wþ c̄ _wþ wiv þ F1 cosðO1tÞw
00 ¼ � ð1� byÞ v00

Z s

1

v00w00 ds� v000
Z s

0

w00v0 ds

� �0

�
1

bg
ð1� byÞ

2 v00
Z s

0

Z s

1

v00w00 dsds

� �00
� ½w0ðv0v00 þ w0w00Þ0�0

�
1

2
w0
Z s

1

d2

dt2

Z s

0

v0
2
þ w0

2
� �

ds

� �
ds

� �0
� F 1 cosðO1tÞ w0 v0

2
þ w0

2
� �h i0

þ F 3ðsÞ cosðO2tÞ, (3.1b)

where the dots and primes, respectively, represent partial differentiation with respect to t and x, the c̄ is the
damping coefficient, and the by is the ratio between the in-plane and out-of-plane principal flexural stiffnesses,
that is, by ¼ Dz/DZ.

The boundary conditions are represented as

vð0; tÞ ¼ wð0; tÞ ¼ v0ð0; tÞ ¼ w0ð0; tÞ ¼ 0, (3.2a)

v00ð1; tÞ ¼ w00ð1; tÞ ¼ v000ð1; tÞ ¼ w000ð1; tÞ ¼ 0. (3.2b)

In the following analysis, we apply the Galerkin procedure to Eq. (3.1) to obtain a two-degree-of-freedom
nonlinear system under combined parametric and forcing excitations. The planar and non-planar flexural
modes for the cantilever beam are considered as

vðs; tÞ ¼ yðtÞGðsÞ; wðs; tÞ ¼ zðtÞGðsÞ, (3.3)
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where the function G(s) is a linear mode of the transverse free vibration for the cantilever beam and is of the
following form:

GðsÞ ¼ coshðrsÞ � cosðrsÞ � coshðrÞ þ cosðrÞð Þ= sinhðrÞ þ sinðrÞð Þ
� �

sinhðrsÞ � sinðrsÞ½ �. (3.4)

Introduce the time variable t̂ ¼ r2t. For convenience of the following analysis, we drop the hat. Substituting
Eq. (3.3) into Eq. (3.1), multiplying Eq. (3.1) by G(s) and integrating to s from 0 to 1, a two-degree-of-freedom
nonlinear system under combined parametric and forcing excitations is obtained as

€yþ c _yþ byy� 2a1F1 cosðO1tÞyþ a2yðy €yþ _y2 þ z€zþ _z2Þ þ a3byy3

þ bya3 þ ð1� byÞa4 �
1

by

ð1� byÞ
2a5

" #
yz2 � 2F̄1 cosðO1tÞðy3 þ yz2Þ ¼ f 1 cos O2t, (3.5a)

€zþ c_zþ z� 2a1F1 cosðO1tÞzþ a2zðy €yþ _y2 þ z€zþ _z2Þ þ a3z3

� ð1� byÞa4 þ
1

by

ð1� byÞ
2a5 � bya3

" #
zy2 � 2F̄ 1 cosðO1tÞðz

3 þ zy2Þ ¼ f 2 cos O2t, (3.5b)

where the dots denote partial differentiation with respect to t̂, and

a1 ¼ �
1

r4

Z 1

0

GG00 ds; a2 ¼
Z 1

0

G G0
Z s

1

Z s

0

G0
2
dsds

� �0
ds; a3 ¼

1

r4

Z 1

0

G G0ðG0G00Þ0
� �0

ds

a4 ¼ �
1

r4

Z 1

0

G G00
Z s

1

G00
2
ds� G000

Z s

0

G0G00 ds

� �0
ds; a5 ¼ �

1

r4

Z 1

0

G G00
Z s

0

Z s

1

G00
2
dsds

� �00
ds

c ¼
c̄

r2
; F̄1 ¼ �

F 1

2r4

Z 1

0

G G0
3

� �0
ds; f 1 ¼

1

r4

Z 1

0

GF 2 ds; f 2 ¼
1

r4

Z 1

0

GF 3 ds. (3.6)

To obtain a system which is suitable for the application of the method of multiple scales [53], the scale
transformations may be introduced as

a2 ! �a2; a3! �a3; a4! �a4; a5! �a5,

F 1! �F1; F̄1! �2F̄ 1; c! �c; f 1 ! �f 1; f 2! �f 2, (3.7)

where e is a small perturbation parameter.
Substituting Eq. (3.7) into Eq. (3.5), we obtain the following dimensionless two-degree-of-freedom

nonlinear system:

€yþ �c _yþ byy� 2�a1F1 cosðO1tÞyþ �a2yðy €yþ _y2 þ z€zþ _z2Þ þ �a3byy3

þ � bya3 þ ð1� byÞa4 �
1

by

ð1� byÞ
2a5

" #
yz2 � 2�2F̄1 cosðO1tÞðy3 þ yz2Þ ¼ �f 1 cos O2t, (3.8a)

€zþ �c_zþ z� 2�a1F 1 cosðO1tÞzþ �a2zðy €yþ _y2 þ z€zþ _z2Þ þ �a3z3

þ � bya3 � ð1� byÞa4 �
1

by

ð1� byÞ
2a5

" #
zy2 � 2�2F̄ 1 cosðO1tÞðz

3 þ zy2Þ ¼ �f 2 cos O2t, (3.8b)

The above equation, which includes the parametric and forcing excitations, describes the nonlinear flexural
oscillations of the in-plane and out-of-plane for the cantilever beam.

We use the method of multiple scales [53] to find the uniform solutions of Eq. (3.8) in the following form:

yðt; �Þ ¼ y0ðT0;T1Þ þ �y1ðT0;T1Þ þ � � � , (3.9a)

zðt; �Þ ¼ z0ðT0;T1Þ þ �z1ðT0;T1Þ þ � � � , (3.9b)

where T0 ¼ t, T1 ¼ et.
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We investigate the case of the ratio by ¼ o2
1 � 1=4. In this case, there is the relation of 2:1 internal resonance

for Eq. (3.8). In addition, principal parametric resonance–1/2 subharmonic resonance for the in-plane mode
and fundamental parametric resonance–primary resonance for the out-of-plane mode are considered. The
resonant relations are represented as

O1 ¼ O2; o2
1 ¼ by ¼

1
4O

2
1 þ �s1; 1 ¼ o2

2 ¼ O2
1 þ �s2, (3.10)

where s1 and s2 are two detuning parameters. For convenience of the following analysis, let O1 ¼ 1.
Substituting Eqs. (3.9) and (3.10) into Eq. (3.8), we obtain the averaged equation in the Cartesian form

_x1 ¼ �
1
2
cx1 � ðs1 þ a1F1Þx2 þ

1
16
ð2a2 � 3a3Þx2 x2

1 þ x2
2

� �
� b1x2 x2

3 þ x2
4

� �
, (3.11a)

_x2 ¼ ðs1 � a1F1Þx1 �
1
2
cx2 �

1
16
ð2a2 � 3a3Þx1 x2

1 þ x2
2

� �
þ b1x1 x2

3 þ x2
4

� �
, (3.11b)

_x3 ¼ �
1
2
cx3 �

1
2
s2x4 � b2x4 x2

1 þ x2
2

� �
þ 1

8
ð2a2 � 3a3Þx4 x2

3 þ x2
4

� �
, (3.11c)

_x4 ¼ �
1
2
f 2 þ

1
2
s2x3 �

1
2
cx4 þ b2x3 x2

1 þ x2
2

� �
� 1

8
ð2a2 � 3a3Þx3 x2

3 þ x2
4

� �
, (3.11d)

where b1 ¼ (a3+3a4�9a5)/8 and b2 ¼ (4a3�3a4�9a5)/16.
In order to reduce Eq. (3.11) and analyze the multi-pulse homoclinic and heteroclinic orbits and chaotic

motions for the nonlinear non-planar oscillations of the cantilever beam, we will give normal form of averaged
Eq. (3.11) using the Maple program developed by Zhang et al. [54]. The theory of normal form is one of the
basic methods for the study of nonlinear dynamics such as the homoclinic and heteroclinic bifurcations. The
theory of normal form is concerned with constructing a series of near identity nonlinear transformations that
make the nonlinear systems as simple as possible. With the aid of normal form theory, we may obtain a set of
simpler differential equations, which is topologically equivalent to the original systems.

It is observed that there are Z2�Z2 and D4 symmetries in averaged Eq. (3.11) without the parameters.
Therefore, these symmetries are also held in normal form. Take into account the exciting amplitude f2 as a
perturbation parameter. Amplitude f2 can be considered as an unfolding parameter when the multi-pulse
homoclinic and heteroclinic orbits are investigated. Obviously, when we do not consider the perturbation
parameter, Eq. (3.11) becomes

_x1 ¼ �
1
2
cx1 � ðs1 þ f 0Þx2 þ

1
16
ð2a2 � 3a3Þx2 x2

1 þ x2
2

� �
� b1x2 x2

3 þ x2
4

� �
, (3.12a)

_x2 ¼ ðs1 � f 0Þx1 �
1
2
cx2 �

1
16
ð2a2 � 3a3Þx1 x2

1 þ x2
2

� �
þ b1x1 x2

3 þ x2
4

� �
, (3.12b)

_x3 ¼ �
1
2
cx3 �

1
2
s2x4 � b2x4 x2

1 þ x2
2

� �
þ 1

8
ð2a2 � 3a3Þx4 x2

3 þ x2
4

� �
, (3.12c)

_x4 ¼
1
2
s2x3 �

1
2
cx4 þ b2x3 x2

1 þ x2
2

� �
� 1

8
ð2a2 � 3a3Þx3 x2

3 þ x2
4

� �
, (3.12d)

where f0 ¼ a1F1.
It is obviously found that Eq. (3.12) has a trivial zero solution (x1, x2, x3, x4) ¼ (0, 0, 0, 0) at which the

characteristic equation is of the form

l2 þ clþ 1
4
c2 þ s21 � f 2

0

� �
l2 þ clþ 1

4
c2 þ 1

4
s22

� �
¼ 0. (3.13)

Let

D1 ¼
1
4
c2 þ s21 � f 2

0; D2 ¼
1
4
ðc2 þ s22Þ. (3.14)

When c ¼ 0 and D1 ¼ s21 � f 2
0 ¼ 0 are simultaneously satisfied, system (3.12) has one double zero and a pair

of pure imaginary eigenvalues

l1;2 ¼ 0; l3;4 ¼ �iō2, (3.15)

where ō2
2 ¼ s22.

Let s1 ¼ f 0 þ s̄1 as well as set f0 ¼ �1 and consider s̄1, c and f2 as the perturbation parameters. Then, based
on the aforementioned analysis given in Section 4 and executing the Maple program given by Zhang et al. [54],



ARTICLE IN PRESS
W. Zhang et al. / Journal of Sound and Vibration 319 (2009) 541–569 553
three-order normal form of system (3.12) without the perturbation parameters is obtained as follows:

_y1 ¼ y2, (3.16a)

_y2 ¼ �
1
8
a2 � 3

16
a3

� �
y3
1 þ b1y1y

2
3 þ b1y1y

2
4, (3.16b)

_y3 ¼ �
1
2
s2y4 þ

1
4
a2 � 3

8
a3

� �
y3
4 � b2y2

1y4 þ
1
4
a2 � 3

8
a3

� �
y2
3y4, (3.16c)

_y4 ¼
1
2
s2y3 �

1
4
a2 � 3

8
a3

� �
y3
3 þ b2y2

1y3 �
1
4
a2 � 3

8
a3

� �
y3y

2
4. (3.16d)

The results obtained above completely agree with those presented by using the direct method developed in
[55]. Normal form with parameters can be written as

_y1 ¼ �m̄y1 þ ð1� s1Þy2, (3.17a)

_y2 ¼ s̄1y1 � m̄y2 �
1
8
a2 � 3

16
a3

� �
y3
1 þ b1y1y2

3 þ b1y1y
2
4, (3.17b)

_y3 ¼ �m̄y3 � s̄2y4 þ
1
4
a2 � 3

8
a3

� �
y3
4 � b2y

2
1y4 þ

1
4
a2 � 3

8
a3

� �
y2
3y4, (3.17c)

_y4 ¼ �f̄ 2 þ s̄2y3 � m̄y4 �
1
4
a2 � 3

8
a3

� �
y3
3 þ b2y

2
1y3 �

1
4
a2 � 3

8
a3

� �
y3y2

4, (3.17d)

where m̄ ¼ c=2, s̄2 ¼ s2=2 and f̄ 2 ¼ f 2=2.
Further, we let

y3 ¼ I cos g and y4 ¼ I sin g. (3.18)

Substituting Eq. (3.18) into Eq. (3.17) yields

_y1 ¼ �m̄y1 þ 1� s̄1ð Þy2, (3.19a)

_y2 ¼ s̄1y1 � m̄y2 �
1
8
a2 � 3

16
a3

� �
y3
1 þ b1y1I2, (3.19b)

_I ¼ �m̄I � f̄ 2 sin g, (3.19c)

I _g ¼ s̄2I � 1
4
a2 � 3

8
a3

� �
I3 þ b2Iy2

1 � f̄ 2 cos g. (3.19d)

In order to obtain the unfolding of Eq. (3.19), a linear transformation is introduced as

y1

y2

" #
¼

ffiffiffiffiffiffiffiffi
jb1j

p
ffiffiffiffiffiffiffiffi
jb2j

p 1� s̄1 0

m̄ 1

" #
u1

u2

" #
. (3.20)

Then, we have

u1

u2

" #
¼

ffiffiffiffiffiffiffiffi
jb2j

p
ffiffiffiffiffiffiffiffi
jb1j

p
1� s̄1ð Þ

1 0

�m̄ 1� s̄1

" #
y1

y2

" #
. (3.21)

Substituting Eqs. (3.20) and (3.21) into Eq. (3.19) and eliminating nonlinear terms which include the
parameter s̄1 yield the unfolding as follows:

_u1 ¼ u2, (3.22a)

_u2 ¼ �m1u1 � m2u2 þ Z1u
3
1 þ b1u1I2, (3.22b)

_I ¼ �m̄I � f̄ 2 sin g, (3.22c)

I _g ¼ s̄2I � Z2I
3 þ b1Iu2

1 � f̄ 2 cos g, (3.22d)
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where

m1 ¼ m̄2 � s̄1ð1� s̄1Þ; m2 ¼ 2m̄; Z1 ¼
jb1j
jb2j

3

16
a3 �

1

8
a2

� �
; Z2 ¼

1

4
a2 �

3

8
a3

� �
.

The scale transformations may be introduced as follows:

m2! �m2; m̄! �m̄; f̄ 2! �f̄ 2; Z1! Z1; Z2! Z2, (3.23)

Then, normal form (3.22) can be rewritten as the form with the perturbations

_u1 ¼
qH

qu2
þ �gu1 ¼ u2, (3.24a)

_u2 ¼ �
qH

qu1
þ �gu2 ¼ �m1u1 þ Z1u

3
1 þ b1u1I

2 � �m2u2, (3.24b)

_I ¼
qH

qg
þ �gI � �f̄ 2 sin g ¼ ��m̄I � �f̄ 2 sin g, (3.24c)

I _g ¼ �
qH

qI
þ �gg � �f̄ 2 cos g ¼ s̄2I � Z2I

3 þ b1Iu2
1 � �f̄ 2 cos g, (3.24d)

where the Hamiltonian function H is of form

Hðu1; u2; I ; gÞ ¼ 1
2
u2
2 þ

1
2
m1u

2
1 �

1
4
Z1u4

1 �
1
2
b1I2u2

1 �
1
2
s̄2I2 þ 1

4
Z2I

4, (3.25)

and gu1 , gu2 , gI and gg are the perturbation terms induced by the dissipative effects

gu1 ¼ 0; gu2 ¼ �m2u2; gI ¼ �m̄I ; gg ¼ 0. (3.26)

4. Unperturbed dynamics of system

When e ¼ 0, it is noticed that system (3.24) is an uncoupled two-degree-of-freedom nonlinear system. The
I variable appears in (u1, u2) components of system (3.24) as a parameter since _I ¼ 0. Consider the first two
decoupled equations

_u1 ¼ u2, (4.1a)

_u2 ¼ �m1u1 þ Z1u
3
1 þ b1I

2u1. (4.1b)

When ZIo0, system (4.1) can exhibit the homoclinic bifurcations. It is easy to see from Eq. (4.1) that when
m1�b1I

240, the only solution of Eq. (4.1) is the trivial zero solution (u1, u2) ¼ (0,0) which is the saddle point.
On the curve defined by m1 ¼ b1I

2, that is,

m̄2 ¼ s̄1ð1� s̄1Þ þ b1I2 (4.2)

or

I1;2 ¼ �
m̄2 � s̄1ð1� s̄1Þ

b1

� �1=2
, (4.3)

the trivial zero solution may bifurcate into three solutions through a pitchfork bifurcation, which are given by
q0 ¼ (0, 0) and q7(I) ¼ (B, 0), respectively, where

B ¼ �
1

Z1
½m̄2 � s̄1ð1� s̄1Þ � b1I

2�

� �1=2

. (4.4)

From the Jacobian matrix evaluated at the zero solution, it is known that the singular point q0 are the saddle
point. It is observed that the variables I and g may actually represent the amplitude and phase of the nonlinear
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vibrations. Therefore, we may assume that the relation IX0 exists. Then, Eq. (4.3) becomes

I1 ¼ 0 and I2 ¼
m̄2 � s̄1ð1� s̄1Þ

b1

� �1=2
, (4.5)

such that for all IA[I1, I2], unperturbed system (4.1) has one hyperbolic saddle point, q0, which is connected to
itself by a pair of homoclinic orbits, uh

�ðT1; IÞ, that is, limT1!�1uh
�ðT1; IÞ ¼ q0ðIÞ.

Therefore, in full four-dimensional phase space the set defined by

M ¼ ðu; I ; gÞ
��u ¼ q0ð0; 0Þ; I1pIpI2; 0pgp2p

� �
(4.6)

is a two-dimensional invariant manifold. From the results obtained in Section 2, it is known that two-
dimensional invariant manifold M is normally hyperbolic. Two-dimensional normally hyperbolic invariant
manifold M has three-dimensional stable and unstable manifolds, Ws(M) and Wu(M), respectively. The
geometric structure of the stable and unstable manifolds of M in full four-dimensional phase space for the
unperturbed system of Eq. (3.24) is given in Fig. 2.

The existence of the homoclinic orbits of system (4.1) to the saddle point q0(0, 0) indicates that the stable
and unstable manifolds Ws(M) and Wu(M) intersect non-transversally along a three-dimensional homoclinic
manifold denoted by X0, which can be written as

X 0 ¼ ðu; I ; gÞ
��u ¼ uh

�ðT1; IÞ; I1oIoI2; g ¼
Z T1

0

DI Hðuh
�ðT1; IÞ; IÞdsþ g0

� �
. (4.7)

Now we analyze the dynamics of the unperturbed system of Eq. (3.24) restricted to M. Considering the
unperturbed system of Eq. (3.24) restricted to M yields

_I ¼ 0, (4.8a)

I _g ¼ DI Hðq0; IÞ; I1pIpI2, (4.8b)
u1

u2

γ

I = I1

I = Ir

I = I2
0 2π

γ

M

I

Fig. 2. The geometric structure of the manifolds M, W s(M) and W u(M) in full four-dimensional phase space.
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where

DI Hðq0; IÞ ¼ �
qHðq0; IÞ

qI
¼ s̄2I � Z2I

3 þ b1Iq2
0ðIÞ. (4.9)

From the results obtained in Section 2, it is known that if DIH(q0, I) 6¼0 then I ¼ constant is called as a
periodic orbit and if DIH(q0, I) ¼ 0 then I ¼ constant is called as a circle of the singular points. A value of
IA[I1,I2], at which DIH(q0, I) ¼ 0 is satisfied, is called as a resonant I value and these singular points as
resonant singular points. We denote a resonant value by Ir so that

DI Hðq0; IÞ ¼ s̄2Ir � Z2I3r þ b1u2
1Ir ¼ 0. (4.10)

Then, we obtain

Ir ¼ �

ffiffiffiffiffi
s̄2
Z2

s
. (4.11)

Because the g may represent the phase angle of the nonlinear oscillations, when I ¼ Ir, the phase shift Dg of
the nonlinear oscillations is defined as

Dg ¼ gðþ1; IrÞ � gð�1; IrÞ. (4.12)

The physical interpretation of the phase shift is the phase difference between the two end points of the orbit.
In (u1, u2) subspace, there exists a pair of homoclinic orbits connecting to the one saddle. Therefore, in fact the
homoclinic orbit in (I, g) subspace is of a heteroclinic connecting in full four-dimensional space (u1, u2, I, g).
The phase shift may denote the difference of g value as a trajectory leaves and returns to the basin of attraction
of M. We will use the phase shift in subsequent analysis to obtain the condition for the existence of the multi-
pulse homoclinic orbits. The phase shift will be calculated in the later analysis given for the homoclinic orbit.

We consider the homoclinic orbits of system (4.1). Letting e1 ¼ �m1+b1I
2 and d1 ¼ �Z1, system (4.1) can be

rewritten as

_u1 ¼ u2; _u2 ¼ �1u1 � d1u3
1. (4.13)

It is seen that system (4.13) is a Hamiltonian system with Hamiltonian

H̄ðu1; u2Þ ¼
1
2
u2
2 �

1
2
�1u2

1 þ
1
4
d1u4

1. (4.14)

When H̄ ¼ 0, there exists a homoclinic loop G0 which consists of one hyperbolic saddle point q0 and a pair
of homoclinic orbits u7(T1). In order to calculate the phase shift, the extended Melnikov function and the
energy difference function, we need to obtain the equations of a pair of homoclinc orbits which are given as

u1ðT1Þ ¼ �

ffiffiffiffiffiffiffi
2�1
d1

r
sech

ffiffiffiffi
�1
p

T1

� �
; u2ðT1Þ ¼ 	

ffiffiffi
2
p

�1ffiffiffiffiffi
d1
p th

ffiffiffiffi
�1
p

T1

� �
sech

ffiffiffiffi
�1
p

T1

� �
. (4.15)

Let us turn our attention to the computation of the phase shift. Substituting the first equation of Eq. (4.15)
into the fourth equation of the unperturbed system of Eq. (3.24) yields

_g ¼ s̄2 � Z2I2 þ 2b1
�1
d1

sech2
ffiffiffiffi
�1
p

T1

� �
. (4.16)

Integrating Eq. (4.16) yields

gðT1Þ ¼ orT1 þ 2b1

ffiffiffiffi
�1
p

d1
tanh

ffiffiffiffi
�1
p

T1

� �
þ g0, (4.17)

where or ¼ s̄2 � Z2I2.
At I ¼ Ir, there is or
0. Therefore, the phase shift can be expressed as

Dg ¼
4b1

ffiffiffiffi
�1
p

d1

� �
I¼Ir

¼ �
4b1
Z1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b1I

2
r � m̄2 þ s̄1ð1� s̄1Þ

q
. (4.18)
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5. Existence of multi-pulse homoclinic orbits

After obtaining detailed information on the nonlinear dynamic characteristics of (u1, u2) components for the
unperturbed system of Eq. (3.24) in Section 4, the next step is to examine the effects of small perturbation
terms on the unperturbed system of Eq. (3.24). An extended Melnikov method developed by Camassa et al.
[22] is utilized to discover the existence of the multi-pulse homoclinic orbits and chaotic dynamics for the
nonlinear non-planar oscillations of the cantilever beam subjected to a harmonic axial excitation and two
transverse excitations at the free end. We start by studying the influence of such small perturbations on the
manifold M. The objective of research is to identify the parameter regions where the existence of the multi-
pulse homoclinic orbits is possible in the perturbed phase space. It will be indicated that these multi-pulse
homoclinic orbits can occur from the Hamiltonian system with the dissipative perturbations. The existence of
such multi-pulse homoclinic orbits provides a robust mechanism for the existence of the complicated dynamics
in the perturbed system. In this section, the emphasis is put on the application aspects of an extended
Melnikov method to system (3.24).

5.1. Influence of dissipative perturbations

We analyze the dynamics of the perturbed system and the influence of small perturbations on M. Based on
the analysis given in Section 2, it is known that M along with its stable and unstable manifolds Ws(M) and
Wu(M) are invariant under small, sufficiently differentiable perturbations. It is noticed that the saddle-type
singular point q0(I) may persist under small perturbations, in particular, M-Me. We obtain

M ¼M� ¼ ðu; I ; gÞ
��u ¼ q0ð0; 0Þ; I1pIpI2; 0pgo2p

� �
. (5.1)

Considering the later two equations of system (3.22) yields

_I ¼ �m̄I � f̄ 2 sin g, (5.2a)

_g ¼ s̄2 � Z2I
2 þ b1u

2
1 �

f̄ 2

I
cos g. (5.2b)

It is known from the aforementioned analysis that the last two equations of system (3.22) are of a pair of
pure imaginary eigenvalues. Therefore, the resonance can occur in system (5.2). The scale transformations are
also introduced as follows:

m̄! �m̄; I ¼ Ir þ
ffiffi
�
p

h; f̄ 2 ! �f̄ 2; T1! T1=
ffiffi
�
p

. (5.3)

Substituting the above transformations into Eq. (5.2) yields

_h ¼ �m̄Ir � f̄ 2 sin g�
ffiffi
�
p

hm̄, (5.4a)

_g ¼ �2Z2Irh�
ffiffi
�
p

Z2h
2
þ

f̄ 2

Ir

cos g
� �

. (5.4b)

Because 0oe51 is a small perturbation parameter, it is thought that the new time scale
ffiffi
�
p

T1 in system (5.4)
is a slow time. However, the time scale in system (4.1) is a fast time. When e ¼ 0, Eq. (5.4) becomes

_h ¼ �m̄Ir � f̄ 2 sin g, (5.5a)

_g ¼ �2Z2Irh. (5.5b)

The unperturbed system (5.5) is a Hamiltonian system with the Hamiltonian function

ĤDðh; gÞ ¼ �m̄I rgþ f̄ 2 cos gþ Z2Irh
2. (5.6)

The singular points of system (5.5) are given as follows:

P0 ¼ ð0; gcÞ ¼ 0;� arcsin½ðm̄IrÞ=f̄ 2�
� �

, (5.7)

Q0 ¼ ð0; gsÞ ¼ 0; pþ arcsin½ðm̄IrÞ=f̄ 2�
� �

. (5.8)
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Based on the characteristic equations evaluated at the two singular points P0 and Q0, we can know the
stabilities of these singular points. The characteristic equation corresponding to the singular point P0 is
obtained as

l2 � 2IrZ2 f̄ 2 cos gc ¼ 0. (5.9)

When the condition 2IrZ2 f̄ 2 cos gc

� �
o0 is satisfied, Eq. (5.5) has a pair of pure imaginary eigenvalues.

Therefore, it is known that the singular point P0 is a center.
The characteristic equation corresponding to the singular point Q0 is obtained as

l2 � 2IrZ2 f̄ 2 cos gs ¼ 0. (5.10)

When the condition ð2IrZ2f̄ 2 cos gsÞ40 is satisfied, Eq. (5.5) has two real, unequal and opposite sign
eigenvalues. Therefore, the singular point Q0 is a saddle point which is connected to itself by a homoclinic
orbit. The phase portrait of Eq. (5.5) is given in Fig. 3(a). It is found that for sufficiently small e, the singular
point Q0 remains a hyperbolic singular point Qe of saddle stability type.

It is known that the Jacobian matrix of the linearization of Eq. (5.4) is of form

Jp� ¼
�

ffiffi
�
p

m̄ �f̄ 2 cos gc

�2IrZ2 �
ffiffi
�
p

m̄

" #
. (5.11)
γmin

γ

γc

γ

h

h

P0 Q0

γs

Pε
Qε

Fig. 3. Dynamics on the normally hyperbolic manifold: (a) the unperturbed case and (b) the perturbed case.
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Based on Eq. (5.11), we find that the leading-order term of the trace in the linearization of Eq. (5.4) is less
than zero inside the homoclinic loop. Therefore, for the small perturbations, the singular point P0 becomes a
hyperbolic sink Pe. The phase portrait of perturbed system (5.4) is also depicted in Fig. 3(b).

At h ¼ 0, the estimate of basin of attractor for gmin is obtained as

�m̄Irgmin þ f̄ 2 cos gmin ¼ �m̄Irgs þ f̄ 2 cos gs. (5.12)

Substituting gs in Eq. (5.8) into Eq. (5.12) yields

gmin �
f̄ 2

m̄Ir

cos gmin ¼ pþ arcsin
m̄I r

f̄ 2

þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
f̄
2

2 � m̄2I2r

q
m̄Ir

. (5.13)

Define an annulus Ae near I ¼ Ir as

A� ¼ ðu1; u2; I ; gÞ
��u1 ¼ 0; u2 ¼ 0; jI � Irjo

ffiffi
�
p

C; g 2 Tl
� �

, (5.14)

where C is a constant, which is chosen sufficient large so that the unperturbed homoclinic orbit is enclosed
within the annulus.

It is noticed that three-dimensional stable and unstable manifolds of the annulus Ae, denoted as Ws(Ae) and
Wu(Ae), are subsets of the manifolds Ws(Me) and Wu(Me), respectively. We will indicate that for the perturbed
system, the saddle focus Pe on Ae has the multi-pulse heteroclinic jumping orbits which come out of the
annulus Ae and can return to the annulus in full four-dimensional space. These orbits, which are negatively
asymptotic to some invariant manifolds in the slow manifold Me, leave and enter a small neighborhood of Me

multiple times, and finally return and approach an invariant set in Me asymptotically, as shown in Fig. 4.
In Fig. 4, three-pulse heteroclinic jumping orbit is depicted.

5.2. The k-pulse Melnikov function

We use an extended Melnikov method described in Section 2 to find the Shilnikov-type multi-pulse
homoclinic orbits for the nonlinear non-planar oscillations of the cantilever beam. We reduce the search for
the multi-pulse homoclinic excursions to that of finding non-degenerate zeros of an extended Melnikov
function Mk(e, I, g0, m) with the certain parameters e, I, g0, m, which we call as the k-pulse Melnikov function.

It is important to obtain the detailed expression of the k-pulse Melnikov function. First, we give the
computation of 1-pulse Melnikov function based on Eq. (2.9) at the resonant case I ¼ Ir. The 1-pulse
Melnikov function M(I, g0, m) on both homoclinic manifolds Ws(M) and Wu(M) is given as follows:

MðI r; g0; m̄;b1; d1; �1Þ ¼
Z þ1
�1

nðphðtÞÞ; gðphðtÞ;m; 0Þ
	 


dT1 ¼

Z þ1
�1

qH

qu1
gu1 þ

qH

qu2
gu2 þ

qH

qI
gI þ

qH

qg
gg

� �
dT1

¼ �
4m2
3d1

�3=21 þ 4b1m̄I2r
�
1=2
1

d1
� f̄ 2Ir cos g0 þ 2b1

ffiffiffiffi
�1
p

d1

� �
� cos g0 � 2b1

ffiffiffiffi
�1
p

d1

� �� �
. (5.15)
u

h

γ

γc γc+3Δγ

pε qc

Fig. 4. The Shilnikov-type three-pulse heteroclinic jumping orbits to saddle focus.
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When the resonance occurs, it is known form the aforementioned analysis given in Section 2 that there exist
Gj(e, I0, g0, m) ¼ 0, (j ¼ 0,1,y,k�1). Based on Eq. (2.27), the k-pulse Melnikov function is obtained as follows:

MkðIr; g0; m̄;b1; d1; �1Þ ¼
Xk�1
j¼0

MðI r; g0 þ jDgðIrÞ; m̄;b1; d1; �1Þ

¼ � f̄ 2Ir cos g0 þ 2b1

ffiffiffiffi
�1
p

d1

� �
� cos g0 � 2b1

ffiffiffiffi
�1
p

d1

� �� �
�

4m2
3d1

�
3=2
1 þ 4b1m̄I2r

�1=21

d1

� f̄ 2Ir cos g0 þ 2b1

ffiffiffiffi
�1
p

d1
þ 4b1

ffiffiffiffi
�1
p

d1

� �
� cos g0 � 2b1

ffiffiffiffi
�1
p

d1
þ 4b1

ffiffiffiffi
�1
p

d1

� �� �

�
4m2
3d1

�3=21 þ 4b1m̄I2r
�
1=2
1

d1
þ � � � � f̄ 2I r cos g0 þ 2b1

ffiffiffiffi
�1
p

d1
þ ðk � 1Þ4b1

ffiffiffiffi
�1
p

d1

� ��

� cos g0 � 2b1

ffiffiffiffi
�1
p

d1
þ ðk � 1Þ4b1

ffiffiffiffi
�1
p

d1

� ��
�

4m2
3d1

�3=21 þ 4b1m̄I2r
�
1=2
1

d1

¼ � f̄ 2Ir cos g0 þ 2b1

ffiffiffiffi
�1
p

d1
þ ðk � 1Þ4b1

ffiffiffiffi
�1
p

d1

� �
� cos g0 � 2b1

ffiffiffiffi
�1
p

d1

� �� �

�
4km2
3d1

�
3=2
1 þ 4kb1m̄I2r

�1=21

d1
. (5.16)

If we set Dg ¼ 4b1
ffiffiffiffi
�1
p� �

=d1 and gk�1 ¼ g0 þ ½ðk � 1ÞDg�=2, Eq. (5.16) can be rewritten as follows:

MkðIr; g0; m̄;b1; d1; �1Þ ¼Mk Ir; gk�1 � ðk � 1Þ
Dg
2
; m̄;b1; d1; �1

� �

¼ f̄ 2Ir cos gk�1 �
1

2
kDg

� �
� cos gk�1 þ

1

2
kDg

� �� �
�

4km2
3d1

�3=21 þ 4kb1m̄I2r
�
1=2
1

d1

¼ 2f̄ 2Ir sin gk�1 sin
1

2
kDg

� �
�

2m2�1
3b1

1

2
kDg

� �
þ 2m̄I2r

1

2
kDg

� �
. (5.17)

Based on Proposition 2.3 given in Section 2, the non-folding condition is always satisfied in the resonant
case. We obtain the following two conditions:

ðkDgÞ=2
sin½ðkDgÞ=2�

ðm2�1 � 3b1m̄I2r Þ

3b1 f̄ 2Ir

����
����o1 and

1

2
kDganp; n ¼ 0;�1;�2; . . . . (5.18)

The main aim of the following analysis focuses on identifying simple zeroes of the k-pulse Melnikov
function. Define a set that contains all such simple zeroes as

Zn
� ¼ ðIr; gk�1; m̄;b1; d1; �1Þ

��Mk ¼ 0; Dg0Mka0
� �

. (5.19)

There are two simple zeroes of the k-pulse Melnikov function in the interval gk�1A[0, p]

ḡk�1;1 ¼ arcsin
ðkDgÞ=2

sin½ðkDgÞ=2�
ðm2�1 � 3b1m̄I2r Þ

ð3b1f̄ 2I rÞ
and ḡk�1;2 ¼ p� ḡk�1;1. (5.20)

Based on the aforementioned analysis, we obtain the following conclusions.

When the parameters k, m2, e1, m̄, b1, and f̄ 2 satisfy the condition (5.18), the k-pulse Melnikov function (5.17)
has simple zeroes at some values gk�1, namely, at gk�1 ¼ ḡk�1;1 and gk�1 ¼ ḡk�1;2 ¼ p� ḡk�1;1. For i ¼ 1 or

i ¼ 2, when the j-pulse Melnikov function MjðI r; ḡ0;i; m̄;b1; d1; �1Þ, with ḡ0;i ¼ ḡk�1;i � ðk � 1ÞðDg=2Þ and

j ¼ 1,y, k�1, where jok, have no simple zeroes, then, the stable and unstable manifolds Ws(Me) and Wu(Me)

intersect transversely along a symmetric pair of two-dimensional, k-pulse homoclinic surfaces
Pm̄;b1;d1;�1
�;� ðḡk�1;iÞ.

This means that the presence of the n-pulse Shilnikov-type homoclinic orbits leads to chaotic dynamics in the
sense of the Smale horseshoes for the nonlinear non-planar oscillations of the cantilever beam subjected to a
harmonic axial excitation and two transverse excitations at the free end. In the phase space of the unperturbed
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system of Eq. (3.24), this symmetric pair of two-dimensional, k-pulse homoclinic surfaces collapses smoothly

onto a pair of limiting k-pulse surfaces,
Pm̄;b1;d1;�1
�;0 ðḡk�1;iÞ, parametrized by Eqs (4.15) and (4.17) with I ¼ Ir,

g0 ¼ ḡk�1;i � ðk � 1ÞðDg=2Þ þ jDg, where j ¼ 1,y,k�1, and arbitrary h. The sign in Eq. (4.15) is determined by

the sign of the corresponding j-pulse Melnikov function MjðIr; ḡ0;i; m̄;b1; d1; �1Þ.
From the discussion in the previous sections, it is easily found that for ḡ0;i ¼ ḡk�1;i � ðk � 1ÞðDg=2Þ þ jDg

(i ¼ 1 or i ¼ 2), the values of the j-pulse Melnikov functions MjðIr; ḡ0;i; m̄; b1; d1; �1Þ are not equal to zero for all

j ¼ 1,y,k�1, where jok, and are of the same sign for all j. It is known that this sign is negative for ḡ0;1 and

positive for ḡ0;2. Therefore, the k-pulse homoclinic surfaces
Pm̄;b1;d1;�1
�;� ðḡk�1;1Þ and

Pm̄;b1;d1;�1
�;� ðḡk�1;2Þ indeed exist

in this case for all k, and the limiting k-pulse surfaces,
Pm̄;b1;d1;�1
�;0 ðḡk�1;1Þ and

Pm̄;b1;d1;�1
�;0 ðḡk�1;2Þ, also exist when

e ¼ 0. Since the regions enclosed by the stable and unstable homoclinic manifolds Ws(M) and Wu(M) are both

convex, and the normal n ¼ ð�m1u1 þ Z1u
3
1 þ b1I

2u1Þ;�u2; 0; 0
� �

is known to point out of these manifold, it is

demonstrated that the orbits forming each of the surfaces
Pm̄;b1;d1;�1
�;0 ðḡk�1;1Þ are parametrized by Eqs. (4.15) and

(4.17) with alternating signs, and the orbits forming each of the surfaces
Pm̄;b1;d1;�1
�;0 ðḡk�1;2Þ are parametrized by

Eqs. (4.15) and (4.17) with the same signs.
For the parameter m ¼ m̄, there exist N�1 orbit segments Oiðm̄Þ (i ¼ 2,y,N) on the annulus M, where the

end points of the segments Oiðm̄Þ are diðm̄Þ and ciðm̄Þ, respectively. The trajectories of system (5.5) on the
segments Oiðm̄Þ flow from the end points diðm̄Þ to ciðm̄Þ in forward time. Therefore, the end points diðm̄Þ and ciðm̄Þ
are, respectively, referred to as the takeoff and landing points of the heteroclinic jumping Gi. In addition, the
line g ¼ ḡ0;iðIr; m̄Þ � Dg�ðIrÞ transversely intersects the segments Oiðm̄Þ at the end point ciðm̄Þ for i ¼ 2,y,N. The
line g ¼ ḡ0;iðIr; m̄Þ þ DgþðIrÞ transversely intersects the segments Oiþ1ðm̄Þ at the end point diþ1ðm̄Þ for
i ¼ 1,y,N�1. For all i ¼ 2,y,N�1, the difference in the h coordinates of two end points ciðm̄Þ and diþ1ðm̄Þ is
equal to zero, namely

hðciðm̄ÞÞ � hðdiþ1ðm̄ÞÞ ¼ 0. (5.21)

It is demonstrated that for each i ¼ 2,y,N�1, one of the heteroclinic orbits, which are represented by Gi

and contained in the limiting surfaces
Pm̄;b1;d1;�1

0 ðḡ0;iÞ at the value m ¼ m̄, connects two intersection points ciðm̄Þ

and diþ1ðm̄Þ. Therefore, a heteroclinic orbit G1 on the limiting surfaces
Pm̄;b1;d1;�1

0 ðḡ0;1Þ connects the certain point

c1ðm̄Þ on the annulus M to the end point d2ðm̄Þ on the segment O2ðm̄Þ. It is also known that a heteroclinic orbit

GN on the limiting surfaces
Pm̄;b1;d1;�1

0 ðḡ0;N Þ connects the end point cN ðm̄Þ on the segments ON ðm̄Þ to the certain

point dNþ1ðm̄Þ on the annulus M. It is thought that there exists an n-bump singular transition orbit or a
modified N-bump singular transition orbit [6,7,22]. Fig. 5 depicts the three-bump heteroclinic jumping orbit
with the single-pulse. In Fig. 5, the three-bump homoclinic orbit with the single-pulse comprises the
Δγ++γ0.3

Δγ−−γ0.3

Δγ++γ0.2

Δγ−−γ0.2

Δγ++γ0.1

Δγ−−γ0.1

M

Γ1

Γ2

Γ3 O3 O2

γ

U
h

Fig. 5. The three-bump homoclinic orbit with the single-pulse is indicated.
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γ0.1 − Δγ−

M
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γ0.2 − Δγ−

Γ
U

h

γ

∑ (γ0.1, γ0.2)

Fig. 6. The two-pulse homoclinic surfaces
P
ðḡ0;1; ḡ0;2Þ are depicted.
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heteroclinic orbits Gi (i ¼ 1,2,3) on the limiting surfaces
Pm̄;b1;d1;�1

0 ðḡ0;iÞ (i ¼ 1,2,3) at the parameter m ¼ m̄ and

the orbit segments O1ðm̄Þ and O2ðm̄Þ of (7.5). It is known from the above analysis that the orbit segments Oiðm̄Þ
(i ¼ 2,y,N) intersect transversely with the lines g ¼ ḡ0;iðIr; m̄Þ þ DgþðI rÞ and g ¼ ḡ0;iðIr; m̄Þ � Dg�ðIrÞ.

Fig. 6 illustrates the two-bump homoclinic surface, which is composed of two single-pulse singular
intersection surfaces

Pm̄;b1;d1;�1
0 ðḡk�1;1Þ and

Pm̄;b1;d1;�1
0 ðḡk�1;2Þ. This surface connects the singular points of

Eq. (5.5) which lie on the line g ¼ ḡ0;1 � Dg� to those of system (5.5) which lie on the line g ¼ ḡ0;1 � Dgþ on the
annulus M.

We obtain a countable infinity of singular heteroclinic jumping orbits as follows. Each such orbit starts
along one branch of the manifold W(Q0) of the saddle Q0 on the annulus M. Then, the singular heteroclinic
jumping orbit takes off from the annulus M along one of the singular k-pulse orbits Gk, and lands back on the
annulus M at a point on the separatrix which connects the saddle Q0 to itself. After running along the
separatrix for a while, the singular heteroclinic jumping orbit again takes off along some singular l-pulse orbit
Gl, and so forth. Eventually, the singular heteroclinic jumping orbit lands back on the separatrix.

Therefore, it is concluded that the multi-pulse homoclinic orbits of system (3.24) comprise several pieces of
slow time on the hyperbolic manifold Me and many fast time heteroclinic pulses leaving from the manifold Me,
which forms a consecutive and recurrence procedure.
6. Numerical results of chaotic motions

In this section, we will give numerical results of chaotic motions for the nonlinear non-planar oscillations of
a cantilever beam. We choose averaged Eq. (3.11) to do numerical simulations. The Runge–Kutta algorithm is
utilized to explore the existence of the multi-pulse chaotic motions.

Fig. 7 demonstrates the existence of the multi-pulse chaotic response for the nonlinear non-planar
oscillations of the cantilever beam when F1 ¼ 49.8 and f2 ¼ 416.8. Other parameters and initial conditions are
chosen as c ¼ 0.1, s1 ¼ 2.0, s2 ¼ 6.5, a1 ¼ 1.0, a2 ¼ 4.2, a3 ¼ 0.01, b1 ¼ �5.1, b2 ¼ 2.3, x10 ¼ 0.35,
x20 ¼ 0.180, x30 ¼ 0.1385, x40 ¼ 0.055. Figs. 7(a)–(f), respectively, represent the phase portraits on the planes
(x1, x2), (x3, x4), the waveforms on the planes (t, x1), (t, x3), the phase portraits in three-dimensional space
(x1, x2, x3), and the Poincare map on the plane (x1, x2).

In Fig. 8, the multi-pulse chaotic motion occurs when the axial excitation and transverse excitation in the z

direction, respectively, are F1 ¼ 49.8, f2 ¼ 416.8, and parameters change to c ¼ 0.1, s1 ¼ �2.0, s2 ¼ 0.5,
a1 ¼ 1.0, a2 ¼ �4.2, a3 ¼ �1.1, b1 ¼ �5.1, b2 ¼ 0.23. The initial conditions are x10 ¼ 0.35, x20 ¼ 0.180,
x30 ¼ 0.1385, x40 ¼ 0.055. In comparison between the phase portraits in three-dimensional space (x1, x2, x3)
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Fig. 7. The Shilnikov-type multi-pulse chaotic responses for the nonlinear non-planar oscillations of the cantilever beam for F1 ¼ 49.8,

f2 ¼ 416.8, c ¼ 0.1, s1 ¼ 2.0, s2 ¼ 6.5, a1 ¼ 1.0, a2 ¼ 4.2, a3 ¼ 0.01, b1 ¼ �5.1, b2 ¼ 2.3, x10 ¼ 0.35, x20 ¼ 0.180, x30 ¼ 0.1385,

x40 ¼ 0.055: (a) phase portrait on plane (x1, x2); (b) waveform on plane (t, x1); (c) phase portrait on plane (x3, x4); (d) waveform on

plane (t, x3); (e) phase portraits in three-dimensional space (x1, x2, x3) and (d) Poincare map on the plane (x1, x2).
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Fig. 8. The Shilnikov-type multi-pulse chaotic responses for the nonlinear non-planar oscillations of the cantilever beam for F1 ¼ 49.8,

f2 ¼ 416.8, c ¼ 0.1, s1 ¼ �2.0, s2 ¼ 0.5, a1 ¼ 1.0; a2 ¼ �4.2, a3 ¼ �1.1, b1 ¼ �5.1, b2 ¼ 0.23, x10 ¼ 0.35, x20 ¼ 0.180, x30 ¼ 0.1385,

x40 ¼ 0.055.

W. Zhang et al. / Journal of Sound and Vibration 319 (2009) 541–569564
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Fig. 9. The Shilnikov-type multi-pulse chaotic responses for the nonlinear non-planar oscillations of the cantilever beam for F1 ¼ 48.4,

f2 ¼ 198.4, c ¼ 0.2, s1 ¼ 11.4, s2 ¼ 6.8, a1 ¼ 1.0, a2 ¼ �4.4, a3 ¼ 1.1, b1 ¼ 4.9, b2 ¼ �3.9, x10 ¼ 3.1385, x20 ¼ 4.45, x30 ¼ 4.35,

x40 ¼ 5.16.

W. Zhang et al. / Journal of Sound and Vibration 319 (2009) 541–569 565
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and the Poincare map for Figs. 7 and 8, it is found that there exists a large difference between them. Fig. 9
indicates that the multi-pulse chaotic response of the cantilever beam occurs when the axial excitation,
transverse excitation in the z direction and the damping coefficient, respectively, are F1 ¼ 48.4, f2 ¼ 198.4,
c ¼ 0.2. Other parameters and the initial conditions in Fig. 9 are given as s1 ¼ 11.4, s2 ¼ 6.8, a1 ¼ 1.0,
s2 ¼ �4.4, a3 ¼ 1.1, b1 ¼ 4.9, b2 ¼ �3.9, x10 ¼ 3.1385, x20 ¼ 4.45, x30 ¼ 4.35, x40 ¼ 5.16. The shape of the
phase portrait in three-dimensional space (x1, x2, x3) for Figs. 7–9 indicates that the multi-pulse chaotic
motions exist. The shape of the chaotic motions given by Figs. 7–9 is completely different.

7. Conclusions

In this paper, the main results on the theories of the multi-pulse global bifurcations and chaotic dynamics for
high-dimensional nonlinear systems and their application to the nonlinear non-planar oscillations of the
cantilever beam are given. The extendedMelnikov method for studying the Shilnikov-type multi-pulse homoclinic
and heteroclinic orbits and chaos in high-dimensional nonlinear systems is briefly introduced in the theoretical
frame. The multi-pulse homoclinic orbits and chaotic dynamics for the nonlinear non-planar oscillations of the
cantilever beam subjected to a harmonic axial excitation and two transverse excitations at the free end are
investigated by using the extended Melnikov method when the averaged equations have one non-semisimple
double zero and a pair of pure imaginary eigenvalues. This is a typical singular perturbation problem in which
there are two different time scales, that is to say, the dynamics on the hyperbolic manifold Me is of slow time scale
and the multi-pulse heteroclinic jumping orbits taking off from this manifold are of fast time scale. It can be
conjectured that the transfer of energy between the in-plane and out-of-plane modes occurs through the
Shilnikov-type multi-pulse heteroclinic jumping orbits. Through this example, we demonstrate how engineering
researchers employ this method to analyze the Shilnikov-type multi-pulse homoclinic and heteroclinic
bifurcations and chaotic dynamics of high-dimensional nonlinear systems in engineering applications.

The study on the nonlinear non-planar oscillations of the cantilever beam is focused on co-existence of 2:1
internal resonance, principal parametric resonance–1/2 subharmonic resonance for the in-plane mode and
fundamental parametric resonance–primary resonance for the out-of-plane mode in Eq. (3.8). The existence of
chaotic motions by identifying the existence of multi-pulse homoclinic orbits in the perturbed system is
illustrated. In order to indicate the theoretical predictions, the Runge–Kutta algorithm is used to perform
numerical simulation. The numerical results also show the existence of the multi-pulse chaotic motions in the
averaged equations. It is well known that the multi-pulse chaotic motions in the averaged equations can lead
to the multi-pulse amplitude-modulated chaotic oscillations in the original system under certain conditions.
Therefore, it is demonstrated that there are the amplitude-modulated chaotic motions of the multi-pulse for
the cantilever beam. We also find that the parametric excitation F1, transverse excitation f2 in the z direction
and damping coefficient c have important influence on the multi-pulse chaotic motions for the nonlinear non-
planar oscillations of the cantilever beam. Moreover, the aforementioned analysis also illustrates that the in-
plane and out-of-plane nonlinear oscillations of the cantilever beam must be simultaneously considered when
the in-plane and out-of-plane principal flexural stiffnesses are different, that is, by ¼ DB/DZ 6¼1.

The geometric interpretation of the k-pulse Melnikov function is a signed distance measured along the
normal to a homoclinic or heteroclinic manifold, which replaces the estimate of the change of energy
calculated along the unperturbed homoclinic or heteroclinic orbits. It is thought the construction of the
energy-phase function developed in [23–25,28] employs the details of the geometry that depends on the
dynamics along the hyperbolic manifold being slow, while the derivation of the k-pulse Melnikov function
avoids these details and gives the more delicate local estimates near the hyperbolic manifold. Generally
speaking, it is also thought that the energy-phase method is easily applied to engineering problems. However,
in the resonant case, the k-pulse extended Melnikov function MkðI ; g0; m̄Þ does not depend on the small
parameter 0oe51, and the non-folding condition is automatically satisfied, which leads to Gj(e, Ir, g0, m) ¼ 0
(j ¼ 0,1,y,k�1). Therefore, we can simplify the computing procedure of the extended Melnikov function
which becomes identical to the energy-phase function in the resonant case.

As the aforementioned analysis, from engineering and application view point, nowadays mathematical
theories and methods on the multi-pulse homoclinic and heteroclinic orbits and chaotic dynamics of high-
dimensional nonlinear systems, including the extended Melnikov method and the energy-phase method, can
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not satisfy the practical requirement of research because of the complexity and variety of high-dimensional
nonlinear systems in engineering and science. It is thought that the extended Melnikov method and the energy-
phase method are too abstract and abstruse to understand and use for engineering scientists in applications. In
addition, many mathematical theories and methods on the multi-pulse homoclinic and heteroclinic
bifurcations and chaotic dynamics of high-dimensional nonlinear systems can not be directly utilized to
engineering problems. Therefore, it is necessary for one to improve and develop these theories, such that we
obtain suitable methods to investigate the multi-pulse homoclinic and heteroclinic bifurcations and chaotic
dynamics of high-dimensional nonlinear system in many significant engineering problems.

Nowadays mathematical theories and methods on the global bifurcations and chaotic dynamics of high-
dimensional nonlinear systems cannot satisfy the practical requirement of research because of the complexity
and variety of high-dimensional nonlinear systems in engineering and science. Therefore, suitable methods
need to be developed to investigate the global bifurcations and chaotic dynamics of high-dimensional
nonlinear system based on many significant engineering problems.
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